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Abstract—Combining supervised and unsupervised method can assist in the data analysis process. This research aims to apply a supervised method, i.e. Poisson regression, that is followed by an unsupervised method, namely cluster analysis of the visitors in a tourism dataset. The samples were taken 80 persons purposively from the visitors of the Flower Garden X in Serang Regency, Banten Province. The dataset consists of the number of visits, travel cost, income/stipend per month, gender, age, distance from the place of origin, and perception, which is formed by 11 questions of facilities and services. The Poisson regression was applied in the 30, 40, and 50 bootstrap samples resulted in the perception as the significant features. Then, medoid-based cluster analysis, i.e. pam and simple k-medoids, in the perception dataset was applied. They compared simple matching and cooccurrence distances and were validated via medoid-based shadow value. It grouped the visitors into five clusters as the most suitable number of clusters. The combined methods of supervised and unsupervised provided the cleanliness as the important indicator. The improvement of the tourism object had to be focus on the cleanliness aspect.
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I. INTRODUCTION

Two general methods in statistical learning are commonly distinguished into supervised and unsupervised methods. The supervised methods are indicated by a response feature, while it is absence in the unsupervised one [1]. Combining these two methods can be performed in three different schemes. The unsupervised method is performed as a pre-processing step before applying the supervised method in both nature and social researches [2–4]. The other way around where the supervised precedes the unsupervised is also feasible [5]. Moreover, a looping algorithm by repeating the supervised and unsupervised methods is presented in a detection of cancer dataset [6].

A visitor dataset, in which it includes count data, is usually analysed via a supervised method, namely a Poisson regression for example in both health care [7,8] and tourism [9,10] visitors. These two examples contrast in the covid-19 pandemic situation with respect to the number of visitors. While the health care suffers from over-visit of infected people, the tourism is depressed with a decreasing number of visitors.

This article focuses on the latter case where the tourism object is the topic of interest. It identifies the significant factors of tourism visitors based on the number of visits. It is analysed via a supervised method. Then, an unsupervised method is applied to characterize the visitors. The characterization of visitors is important to improve the tourism object performance.

II. METHOD

Dataset was obtained from a survey of agrotourism visitors. The samples were taken 80 persons purposively from the visitors of Taman Bunga X in Serang Regency, Banten Province. The visitors were asked about their number of visits, travel cost, income/stipend per month, gender, age, distance from the place of origin, and perception. The perception feature was indicated by 11 questions about facilities and services of the agrotourism object. The 11 indicators namely (1) access to the agrotourism object, (2) the beauty of the scenery, (3) canteen facility, (4) cleanliness of the location, (5) completeness of the facility, (6) gazebo facility, (7) mosque facility, (8) parking
spot, (9) security of the location, (10) service quality, and (11) toilet facility. All of the indicators all measured in Likert scale with 7 points [11].

The dataset has a response feature, namely the number of visits. It is count data such that a Poisson regression as a supervised method is suitable. However, an equi-dispersion assumption has to be satisfied, or a parameter of dispersion can be introduced otherwise [12]. Then, the important features from the Poisson regression are explored via cluster analysis as an unsupervised method. The more detail steps follow:

1) Data is reduced by sampling as many as 30, 40, and 50 objects randomly. Then, the reduced dataset is modelled by a Poisson regression. Suppose y indicates a random variable of the frequency of visit in a specified time interval, the distribution of y is Poisson distribution with \( \mu > 0 \), if

\[
f(y|\mu) = \frac{\mu^y e^{-\mu}}{y!}, y = 0, 1, 2, ...
\]

The mean and variance of the Poisson distribution is equal, \( E(y) = V(y) = \mu/\phi \). The expected value of the log link inverse function is \( \mu = \exp(x\beta) \), where \( x \) is the feature and \( \beta \) is the estimated regression coefficient. Then, the Poisson regression is modelled by

\[
\mu = \exp(\alpha + \beta_1X_1 + \beta_2X_2 + \beta_3X_3 + \beta_4X_4 + \beta_5X_5 + \beta_6X_6),
\]

where the features are travel cost, income or stipend per month, gender, age, distance from the place of origin, and perception of facilities and services that are indicated by \( X_1, X_2, X_3, X_4, X_5, X_6 \), respectively. When an equal dispersion assumption is violated i.e., an over/ under dispersion occurs, a quasi-Poisson is applied [12].

The difference between Poisson regression and quasi-Poisson regression is the dispersion parameter. The former fixes the dispersion parameter at 1 (\( \phi = 1 \)) and the variance function \( (V(y)) \) equals to \( \mu \), while the latter estimates dispersion \( (\phi) \) from the empirical data \( (V(y) = \phi \mu) \).

2) The modelling of the reduced dataset is repeated for 1000 times with different samples. It is a bootstrap procedure [13].

3) For each bootstrap sample, the significant features are recorded.

4) Cluster analysis is applied in the full dataset with the significant features from step 3. The dataset consists of mixed features so that medoid-based algorithm is preferable such as partitioning around medoids (pam) [14] and simple k-medoids [15].

5) The cluster result is validated by an internal criteria namely medoid-based shadow value [16]. The number of clusters is opted in this step. Medoid-based shadow value is calculated by

\[
msv(x) = \frac{\delta(x,m'(x)) - \delta(x,m(x))}{\delta(x,m'(x))}
\]

where \( \delta(x,m(x)) \) and \( \delta(x.m'(x)) \) are the distance of object to the first and second closest medoids.

6) The cluster visualization is plotted to assist the interpretation.

The analysis was run in an Intel i5 8GB RAM using software R [17], by which the run time of three bootstrap schemes in 1000 replicates was eight seconds. The supervised method i.e Poisson regression or quasi-Poisson regression and bootstrap procedure can be easily run with the basic package. However, medoid-based algorithm, internal validation, and visualization required cluster [18] and kmed [19] packages. Both cluster and kmed packages are applicable for medoid-based clustering algorithms. For a reproducible purpose [20], the R code and the data were deposited with DOI: 10.5281/zenodo.5573218, DOI: 10.5281/zenodo.5089156 for the visitors dataset and DOI: 10.5281/zenodo.5089158 for the perception dataset.

### III. RESULT AND DISCUSSION

#### A. Bootstrap samples

The data consist of 80 samples of visitors. With the three schemes of bootstrap samples replicated 1000 times, the perception feature is the only feature that is important in every bootstrap sample (Table 1). It is also found that in each bootstrap sample, the quasi-Poisson regression is always opted because of the over-dispersion.
TABLE 1  
Important features and regression types of 1000 bootstrap samples

<table>
<thead>
<tr>
<th>Bootstrap Samples</th>
<th>Poisson Regression</th>
<th>quasi-Poisson Regression</th>
<th>Important Features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0%</td>
<td>100%</td>
<td>Perception</td>
</tr>
<tr>
<td>30</td>
<td>0%</td>
<td>100%</td>
<td>Perception</td>
</tr>
</tbody>
</table>

B. Cluster Validation

Based on the result of bootstrap replicates, medoid-based clustering algorithms, which are partitioning around medoids (pam) and simple k-medoids (skm), are applied in the perception features. As a distance-based method, a distance input is required in pam and skm algorithms. Due to the categorical class of all indicators, moreover, the distance applied are simple matching [21] and cooccurrence [22] distances.

Then, the number of clusters (k) is varied from 2 to 6. All of the clustering results are validated via medoid-based shadow value where the value closes to 1 indicates having the best cluster separation [16]. Table 2 shows the result of medoid-based shadow value from all possible combination of the clustering algorithms, distance types, and number of clusters. It indicates 5 clusters via pam algorithm in cooccurrence distance has the highest medoid-based shadow value. Thus, it is opted as the final result.

TABLE 2  
Medoid-based shadow value of pam and skm algorithms with k = 2, 3, 4, 5, and 6

<table>
<thead>
<tr>
<th>Number of clusters</th>
<th>Pam Simple matching</th>
<th>Pam Cooccurrence</th>
<th>Simple k-medoids Simple matching</th>
<th>Simple k-medoids Cooccurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.38</td>
<td>0.41</td>
<td>0.38</td>
<td>0.41</td>
</tr>
<tr>
<td>3</td>
<td>0.38</td>
<td>0.41</td>
<td>0.38</td>
<td>0.39</td>
</tr>
<tr>
<td>4</td>
<td>0.38</td>
<td>0.38</td>
<td>0.40</td>
<td>0.38</td>
</tr>
<tr>
<td>5</td>
<td>0.35</td>
<td><strong>0.50</strong></td>
<td>0.34</td>
<td>0.34</td>
</tr>
<tr>
<td>6</td>
<td>0.37</td>
<td>0.47</td>
<td>0.38</td>
<td>0.47</td>
</tr>
</tbody>
</table>

C. Cluster Interpretation

To interpret the clustering results, a barplot is produced (Figure 1). In the barplot, a mean score test can be applied, in which the mean score of each question within a cluster is compared to the mean score of total samples, i.e 80 persons. The interpretation for each cluster follow.

Cluster 1 consisting of 14% samples has satisfied in five aspects, namely the gazebo, mosque, and toilet facilities. They perceive that the facilities are complete and the service quality is above average implied that they are very satisfied. Cluster 2 (35%), on the other hand, has the biggest members. The facilities of mosque, parking spot, and toilet are above average. Moreover, the access to the tourism object and beauty of the scenery are also above average. Cluster 4 as the smallest members, however, perceives the mosque and toilet facilities being lack of concern by the organizer such that they are unsatisfied.

Cluster 3 (21%) and 5 (19%) are different to the other clusters. These cluster members have low score of satisfaction in almost all indicators. The organizer has to considerate these clusters because they composed of 40% samples. Cluster 3 has no significant indicators to the total average, while cluster 5 only has the security indicator that is insignificant. The cleanliness has the lowest average score. With the covid-19 pandemic situation, it has to be the top priority for the organizer to improve the cleanliness of the tourism object in order to improve the tourism object.

IV. CONCLUSION

The bootstrap samples of supervised method in the tourism data resulted in the perception feature as the important feature. Then, the unsupervised method in the perception indicators yielded five cluster as the suitable number of clusters via the cooccurrence distance and pam algorithm. The
combination of supervised and unsupervised method presented an important indicator of the tourism object. To increase the tourism object performance, it suggests that the cleanliness indicator has to be improved.
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